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Abstract

One of the most common indicators that used to identify credit risk is the ratio of non-performing
loans (NPL). One major issue with granting loans is whether the borrowers could fulfill their obligation
or not.The purpose of the present study is to identify the factors affecting the NPL of a bank for the
period 2013-2017. We test machine learning methods against traditional methods on a collected dataset
and the results proves that Random forest method works better among other techniques such as logistic
regression, SVM, ANN and etc. And also decision tree is used as a rule extraction method.
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1 Introduction

Non performing loan indicator becomes a crucial indicator for banks. To ensure that bank gives loans to
right persons, credit assessment is a critical decision making process.

Credit risk evaluation decisions are crucial for banks due to high risks associated with inappropriate credit
decisions. It is an even more important task today as the banks have been experiencing serious financial
problems during the past few years.

In this research statistical society including all the customers of one of the branches of Saderat bank in
Tehran covering the time period from 2013-2017 who have either returned their facilities which they have
borrowed from the bank or not. Each application case has 14 variables describing the information we will
discuss later. The application data set is grouped into 148 customers who does not honor their loan obli-
gation to service debt (non-performing) and 208 customers who fulfilled their loan obligation (performing).
As 148/356 of customers are in non-performing group so that we can consider this dataset as a balanced
dataset. This statistical society in terms of credit status are classified in two groups of non-performing and
performing. Each application case has 14 variables describing the information such as applicant’s Gender,
age, marital status and so on as listed below: Gender, age, Job, city, annual income, Housing, Hometown,
Marital status, Types of loans, loan amount, loan rate, Year of receiving loan, Minimum amount of mortgage
and Number of scheduled payments.
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Descriptive Statistics

This section is aimed to visualize the dataset. A visual interactive plot can alleviate the burden for us as
decision makers by selecting an appropriate parameter set by giving an insight into our data.

As shown in Figl(a) number of performing loans(PL) are always more than non-performing loans(NPL),
also performing loans have an increasing trend during the first three years and in (2016) the number of
performing and non-performing loans are almost equal.

A barplot of job vs frequency of PLs and NPLs during the time period of (2013-2017) is given in Figl(b)
and it demonstrates that the number of self-employees are more than the number of employees and in the
first four years, number of customers who do not honor their loan obligations are more in self-employees
group than the other one.
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Figure 1: (a)frequency of PLs and NPLs Plot (b)barplot of job vs frequency of PLs and NPLs during the
time period of (2013-2017)

Fig2 shows the corrolation matrix of some of the features.

Figure 2: Corrolation matrix of some of the features

2 Main results

In this paper, we aim to predict the target variable (PL, NPL) using machine learning methods such as
Logistic regression, SVM, Random forest and Artificial neural networks.

It’s notable that in order to fit the categorized attributes in methods mentioned before, categorized features
are encoded by One Hot Encoder, price related features have been transformed by log-scale and other
numerical features have been standardized.

To evaluate the generalization performance of the methods, the k-fold cross-validation technique is used,
which is a well-known resampling approach for determining the network parameters.

In this study, the data set is partitioned into five folds of which four of them (%80) are used as the training
set to builed up the forecast model and the remaining fold (%20) as the test set to justify the generalization
performance of the model. Each fold is randomly constructed and contains the equivalent number of PL
and NPL.

A grid and randomized search is used to determine hyper parameter values that maximize the accuracy on
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the test set.

One of the interesting and challenging problems of this data is that there is a bijective mapping between
the following features : Types of loans, loan amount, loan rate, Minimum amount of mortgage and Number
of scheduled payments so its necessary to choose the most effective one.

As mentioned earlier, machine learning methods are used to predict target variables.

Experimental results and analysis
Logistic Regression

Using Logistic regression gives us a good insight about features and their relations.

Features with the p-value less than 0.05 and the risk ratio intervals do not include 1, have the most effect
on the prediction.

Fitting Logistic regression to our dataset and according to the p-values and the risk ratio intervals we obtain
that four significant independent variables, housing, marital status and minimum amount of mortgage were
included in the final regression model.

As mentioned earlier since Logistic regression is a traditional method for classification, we consider it’s re-
sults as a benchmark.

Saupport Vector Machine

Experiments using SVM for credit risks are relatively new, however, Several papers have recently been pub-
lished assessing the performance of SVM for credit risks.

Unlike most neural networks, one of the major advantages of SVM is its fewer parameter settings.

It was originally designed for binary classification in order to construct an optimal hyperplane so that the
margin of separation between the negative and positive data set will be maximized.

It’s interesting to know that linear kernel gives us the best result among other kernels.

Artificial Neural Networks

Artificial neural networks are one of the main tools used in machine learning. As the neural part of their
name suggests, they are brain-inspired systems which are intended to replicate the way that we humans
learn.

ANNSs gather their knowledge by detecting the patterns and relationships in data and learn (or are trained)
through experience, not from programming.

They are excellent tools for finding patterns which are far too complex or numerous for a human programmer
to extract and teach the machine to recognize.

To finding number of hidden layers and neurons, we use grid search, also Adem optimizer is used to mini-
mizing cost function.

Random Forest

In this section, we describe the Random forest model, which has been designed to led us to the highest
accuracy. The Random forest algorithms are form a family of classification methods that rely on the com-
bination of several decision trees.

The particularity of such Ensembles of classifiers is that their tree-based components are grown from a
certain amount of randomness. Based on this idea, Random forest is defined as a generic principle of ran-
domized ensembles of Decision trees. This algorithm estimates the importance of a variable by looking at
how much prediction error increases.
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Results

We show the results of experiments in Table 1. as we see, Random forest has the highest accuracy among
other methods and also in comparison to others, the precision shows that Random forest is more accurate.
to compare the diagnostic performance of experiments we use ROC curves and it’s clear that Random forest
shows the better diagnosis.

Table 1: Results of the performed experiments

Accuracy | Precision | Recall | ROC
Logistic regression %65 %61 %45 %69
SVM %65 %65 %57 %72
ANN %66 %65 %45 %69
Random forest %70 %66 %53 %70

Rule Extraction from Trees

A Decision tree does its own feature extraction. The univariate tree only uses the necessary variables, and
after the tree is built, certain features may not be used at all.we can also say that features closer to the
root are more important globally. Another main advantage of decision trees is interpretability: The decision
nodes carry condition that are simple to underestand. For example as we see in this tree, the most of married
customers who are under 47.5 years old with annual income less than 40.2, fulfilled their loan obligation.

Age

recall=80%

<=475 >475
Annual income

<=40.2 >40.2 #Performing=88
#non-performing=40
=1

Marital status

#Performing=17
J S #non-performing=33
=0

#Performing=80 #Performing=23
#non-performing=40 #non-performing=36

Figure 3: Rule extraction from DT
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